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ABSTRACT: We report a joint computational and exper-
imental study on the concentration-dependent self-assembly of
a flat C3-symmetric molecule at surfaces. As a model system we
have chosen a rigid molecular module, 1,3,5-tris(pyridine-4-
ylethynyl)benzene, which can undergo self-association via
hydrogen bonding (H-bonding) to form ordered 2D
nanostructures. In particular, the lattice Monte Carlo method,
combined with density functional calculations, was employed
to explore the spontaneous supramolecular organization of this
tripod-shaped molecule under surface confinement. We
analyzed the stability of different weak H-bonded patterns
and the influence of the concentration of the starting molecule on the 2D supramolecular packing. We found that ordered,
densely packed monolayers and 2D porous networks are obtained at high and low concentrations, respectively. A concentration-
dependent scanning tunneling microscopy investigation of the molecular self-assembly at a graphite−solution interface revealed
supramolecular motifs, which are in perfect agreement with those obtained by simulations. Therefore, our computational
approach represents a step forward toward the deterministic prediction of molecular self-assembly at surfaces and interfaces.

■ INTRODUCTION

The self-assembly of molecular components into larger
supramolecular architectures is ubiquitous in nature and
constitutes one of the most powerful methods to fabricate
functional nanomaterials by exploiting the bottom-up ap-
proach.1 When spatial confinement in two-dimensions on a
solid substrate is employed, this approach can be exploited to
generate periodically ordered 2D structures from suitably
designed molecular building blocks.2 Hence, self-assembly at
the interface enables the defined positioning of functional
entities with subnanometer precision over areas of micrometers
and thereby allowing the fine-tuning of numerous properties of
the resulting nanostructure3 for technological applications, in
particular in electronics and optics.4 To allow for structure
formation under thermodynamic control, i.e., to warrant
equilibration, the use of weak yet multiple noncovalent
interactions has proven advantageous. Single noncovalent
interactions are typically reversible, owing to their weak bond
strength; however, once aggregated across an entire assembly,
the sum of these relatively weak interactions manifests in robust
materials with self-healing characteristics.5

Among the numerous examples of supramolecular arrays on
solid surfaces, which have been reported to date,2a,6 those

featuring void spaces, so-called 2D porous networks, are of
special importance. The main reason for the growing interest in
such periodic architectures, either assembled on metals7 or
graphite,3e,8 is their great potential for technological applica-
tions in nanoengineering and, more generally, in nano-
technology.2b A distinct advantage of porous networks is their
regular spatial arrangement of nanometer-sized cavities with
uniform, well-defined shapes that can be used for storage
functions or to control reactivities.9 Engineering the structure
and function of 2D porous networks requires control over
structural features of precursors, i.e., shape, nature, and position
of interacting sites, as well as molecular electronic properties
and the overall topology of the material. This strategy, known
as crystal engineering, has rapidly developed for 2D
systems.6e,10 The spontaneous organization of molecular
building blocks into planar, periodic supramolecular architec-
tures is driven by inter- and intramolecular forces as well as by
interfacial interactions. The resulting 2D networks are typically
stabilized by H-bonds,11 metal−ligand coordination,12 or van
der Waals interactions.10d,13
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Hydrogen bonding is one of the most employed noncovalent
interactions in supramolecular chemistry.14 In particular,
preprogramming complementary H-bonding sites to guide a
system to a specific organization of precursors is the most
straightforward pathway for the rational self-assembly of 2D
supramolecular porous networks.15 Moreover, H-bonding can
adopt a wide range of energies, depending on the nature, the
number (i.e., multiplicity), and the position of consecutive H-
bond donor and acceptor moieties, which determine the
magnitude of both primary and secondary interactions. While
the use of relatively strong, complementary H-bonds leads to
the formation of polycrystalline structures, weak H-bonds can
readily direct the formation of 2D crystalline structures by
taking advantage of their reversible nature.11i,15c,16 Surprisingly,
for some systems the use of single-site H-bonding is sufficiently
robust for the engineering of 2D porous networks. Despite its
relatively weak interaction energy, the N(pyridyl)···H−C-
(pyridyl/aryl) H-bonding motif has been used to drive the
formation of 2D supramolecular structures on solid inert
surfaces.17 Noteworthy, these interactions may alternatively be
interpreted as weak dipole−dipole or H-bond donor−acceptor
motifs as described by Dunitz.18

Computer simulations offer an alternative and complemen-
tary path to study the self-assembly of functional molecules into
2D ordered supramolecular architectures on solid surfaces.19

Engineering methods based on all-atom molecular dynamics
(MD)11k,20 and density functional theory (DFT)21 have
recently been devised to predict 2D self-assembly and the
formation of supramolecular architectures. These methods were
shown to be useful in bridging the gap between the chemical
nature of the self-assembly modules (i.e., the supramolecular
“genotype”) and the structural and dynamic properties (i.e., its
“phenotype”) of the resulting architecture. Another powerful,
yet underestimated, simulation technique in the field of 2D
crystal engineering is the Monte Carlo (MC) method, which
offers the possibility of investigating large molecular systems
under variable conditions. Significantly, this technique makes it
possible to mimic self-organization of molecules into naturally
emerging 2D patterns without imposing any constraints on the
symmetry of the final supramolecular architecture. Further-
more, the MC method is able to predict the coexistence of
different phases and to provide information about the
conditions under which of these phases are stable. The
robustness of the MC method is particularly evident in lattice
models in which the substrate and adsorbed molecules are
represented in a simplified way.22 While the concentration-
dependent formations of monocomponent supramolecular
architectures have been investigated in the past by scanning
tunneling microscopy (STM) at the solid−liquid interfa-
ce,10d,16d,21c,23 and their results used to gain insight into the
thermodynamics of physisorption at surfaces;13g MC simu-
lations have hitherto not been utilized to predict concentration-
dependent self-assembly.
In this work we employ simple MC simulations, validated

with DFT calculations, to effectively model and predict the
concentration-dependent self-assembly of achiral molecules
adsorbed on a solid surface. Computational evidence has been
corroborated experimentally by STM imaging of the self-
assembly system at the solid−liquid interface. We focused our
attention on 1,3,5-tris(pyridine-4-ylethynyl)benzene (1;
Scheme 1), which consists of three pyridyl groups connected
to a central aryl ring through alkynyl moieties.

The planar 120° tritopic nature of this molecule has
motivated its use in a number of discrete supramolecular
coordination complexes.24 While the terminal pyridyl groups
provide Lewis basic sites for coordination chemistry with metal
ions, here they are used to orient weak H-bond interactions
through N(pyridyl)···H−C(pyridyl/aryl) motifs. Though the
coordination of 1 molecules with metallic surfaces has been
recently investigated under ultrahigh vacuum conditions,25 the
formation of supramolecular architectures based on weak H-
bonding between 1 molecules has been not reported.

■ EXPERIMENTAL SECTION
The model complex 1 was prepared using literature procedures for the
coupling of 1,3,5-triethynylbezene with 4-bromopyridinium chloride.26

DFT. All calculations were performed using the using the Becke
three-parameter hybrid exchange functional combined with the Lee−
Yang−Parr correlation functional (B3LYP)27 with the 6-311G(d,p)28

basis sets applied for geometry optimizations. The H-bonding energy
was calculated by using formula described in eq 1:

Δ = Δ − ΔE E Ebond total mon (1)

where ΔEtotal is the total energy of the system computed after
minimization of supramolecular structures and ΔEmon is a sum of the
energy of monomeric units.

■ MC SIMULATIONS
Simulations were performed on a L × L rhombic fragment of a
triangular lattice of equivalent adsorption sites using the
conventional canonical ensemble MC simulation method with
Metropolis sampling.22a,c,29 To eliminate edge effects, we used
periodic boundary conditions in both planar directions.
Molecule 1 was modeled as a rigid C3-symmetric tripod built
of four discrete segments, each of which occupies one site on a
triangular lattice.22a,c,29 In the approach adopted here, the core
segment of the tripod corresponds to the central phenyl ring of
1, while the three single-membered arms represent the outer
pyridyl groups. The adsorbed molecules were allowed to
interact via a short-range interaction potential limited to the
nearest neighbors on a triangular lattice. Solvent molecules
were neglected.

STM Investigation. STM measurements were performed
using a Veeco scanning tunneling microscope (multimode
Nanoscope III, Veeco) at the interface between a highly
oriented pyrolitic graphite (HOPG) substrate and a super-
natant solution, thereby mapping a maximum area of 1 × 1 μm.
Solutions of 1 were applied to the basal plane of the surface.
For STM measurements, the substrates were glued to a
magnetic disk, and an electric contact was made with silver
paint (Aldrich Chemicals). The STM tips were mechanically
cut from a Pt/Ir wire (90/10, diameter 0.25 mm). The raw
STM data were processed through the application of
background flattening, and the drift was corrected using the

Scheme 1. Chemical Structure of 1
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underlying graphite lattice as a reference. The lattice was
visualized by lowering the bias voltage to 20 mV and raising the
current up to 65 pA. A mother solution of 1 was dissolved in
chloroform and diluted with 1-phenyloctane to give 200, 20,
and 2 μM solutions. STM imaging was carried out in constant
height mode without turning off the feedback loop, to avoid tip
crashes. Monolayer pattern formation was achieved by applying
onto freshly cleaved HOPG 4 μL of a solution that was
previously heated at 60−70 °C for 1 h to improve the solubility
and dissolve any aggregates. The STM images were recorded at
room temperature once achieving a negligible thermal drift. All
of the molecular models were minimized with Chem3D at the
MM2 level and processed with QuteMol30 visualization
software.

■ RESULTS AND DISCUSSION
Theoretical Studies. Initially N molecules of 1 were

randomly distributed on the 2D lattice. The adsorbate density,
ρ, was defined as the average number of segments per single
lattice site, i.e., 4 NL−2, since single molecule 1 is composed of
4 segments. To equilibrate the system at temperature T, a
sequence of trial MC moves was performed. To this end, one of
the adsorbed molecules was selected at random, and its
potential energy in an initial configuration (Uold) was
calculated. This procedure involved identification of all the
bimolecular clusters to which the selected molecule belonged
and subsequent summation of the associated energies Ux (see
Figure 1). Once Uold was calculated, an attempt was made to

translate the molecule to a new, randomly chosen position on
the 2D lattice. To move the molecule over the surface, a cluster
of four adjacent adsorption sites matching the shape of the
molecule was chosen at random. If none of the selected cluster
sites were occupied, the interaction energy, Unew, of the new
configuration was calculated using the same method as for Uold.
To decide if the move was successful, the acceptance
probability, Pacc, was calculated (eq 2) and compared with a
randomly generated number r ∈ (0,1):

= ΔP min(1, e )acc
U kT/

(2)

and

Δ = −U U Unew old

with k being the Boltzmann constant.

If R < Pacc, then the molecule was moved to the new position,
otherwise it remained in its initial place. The above sequence
was repeated for each adsorbed molecule, constituting one MC
step. To equilibrate the system, we used up to 108 MC steps.
The net interaction energy of a pair of neighboring molecules
(Ux) was dependent on their relative configuration, x, which in
our case correlated to one of six possible orientations, shown
schematically in Figure 1.
Figure 1 reveals that only configurations P1, P2, and A1 allow

for the formation of N−H bonds. In the remaining cases, the
molecules are oriented in such a way that either two nitrogen
atoms (A2) or two hydrogen atoms (A3 and A4) are in closest
contact, obviating H-bonding. To elucidate the role of H-
bonding on the stabilization of the physisorbed monolayer for
configurations P1, P2, and A1, DFT calculations of the
potential interaction energies of the molecular dimers depicted
in Figure 1 were carried out. In particular, three dimeric forms
of 1, i.e. 12P1, 12P2, and 12A1 (Figure 2a−c), were minimized
by using B3LYP/6-311G(d,p) basis set, and the strengths of the
H-bonds were evaluated to facilitate a comparison between the
three possible structures (not minimized) (Figure 2d−f) and
experimental molecular packing in 2D on a solid surface
investigated by STM (vide inf ra). From these calculations it was
predicted that the 12A1 dimer contains two H-bonds between
its substituent molecules, in contrast to the single H-bonds
found in the 12P1 and 12P2 dimers (Figure 2, blue). These
interactions were normalized to give a single H-bond energies
of EP1 = 6.32 kJ mol−1, EP2 = 5.78 kJ mol−1, and EA1 = 3.31 kJ
mol−1. Due to the presence of multiple repulsive interactions
and the absence of H-bonding, the dimeric structures 12A2,
12A3, and 12A4 were unstable during DFT simulations.
To simplify the parameters contained in our MC model, the

apparent instability of A2, A3, and A4 dimers as revealed by
DFT studies prompted the assumption that EA2 = EA3 = EA4 =
0. The stabilized arrays, shown in Figure 2d−f, were used to
furnish infinite defect-free layer energies of 18.96 kJ mol−1 for
1nP1, 17.34 kJ mol−1 for 1nP2, and 9.91 kJ mol−1 for 1nA1.
Figure 3 displays the effect of the density of the adsorbed

overlayer (ρ) on the formation of ordered phases comprising
molecules 1. With decreasing ρ values, the high-density phase
1nP2 (red) is gradually displaced by the low-density phase 1nP1
(blue). The calculated densities of these phases are 1 and 4/7,
respectively.
Figure 4 portrays snapshots of the physisorbed phase with ρ

= 0.57 (corresponding to 4/7) and T = 295.15 K, during the
MC equilibration. This process is further illustrated in Figure 5,
which shows changes in the mean potential energy of the
adlayer with points (a−f) corresponding to the six snapshots
from Figure 4. The energy increases gradually from 7.14 kJ
mol−1 (random starting configuration) up to 18.93 kJ mol−1,
which corresponds to the formation of the ordered phase 1nP1
that fills the entire lattice. At the early stage of the equilibration
the adsorbed configuration (a) is characterized by a relatively
low potential energy, as it comprises a large number of small
domains, mostly of 1nP1 type. Existence of such small 1nP1
domains is unfavorable because of high energetic cost
associated with the undercoordinated peripheral molecules of
1. The gradual increase of the energy shown in Figure 5 means
the formation of new 12P1 configurations and coalescence of
the domains. The two remaining configurations 12A1 and 12P1
are also present in the adlayer, but their contribution vanishes
as the simulation proceeds. This is confirmed by the energy at
equilibrium (plateau at 18.96 kJ mol−1), which clearly

Figure 1. Six possible configurations of a pair of neighboring
molecules of 1 forming a dimer adsorbed on a triangular lattice. The
letter codes correspond to the parallel (P) and antiparallel (A) relative
orientation of the molecules. Mirror images of P1 and A3 are omitted
for clarity. The red thick lines represent intermolecular N···H−C
bonds formed within 12P1, 12P2, and 12A1 dimers.
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demonstrates that 1nP1 is the preferred structure for the
assumed ρ and T.
We emphasize that the evolution of the structure of the

adsorbed phase shown in Figure 4 is not related to real time,
since in the equilibrium MC simulation technique, there is by
definition no direct correspondence between MC steps and a
real time unit. The main purpose of the figure is to demonstrate
how the structure evolves from the initial disordered
(inequilibrium) state to the final (equilibrium) extended
ordered pattern. For a dynamic visualization of the 1nP1
phase formation see the Supporting Information (movie),
which contains 33 snapshots taken along the energy curve.
To determine the effect of solute concentration on the phase

behavior in our system, we performed additional MC
calculations using the conventional grand canonical MC

(GCMC) simulation method.29 These simulations were
executed on a 56 × 56 triangular lattice at T = 295.15 and
343.15 K. In this case, the surface was an open system in
contact with the bulk phase with a fixed chemical potential for
molecule 1, μ. To mimic the experimental procedure, each
simulation run at a given value of μ was initiated from an empty
surface. The system was equilibrated using a sequence of MC
steps, each of which involved the random insertion, deletion, or
translation of a molecule with a probability defined according to
the standard Metropolis GCMC scheme.29 To reach the
equilibrium state, we used 108 steps per one lattice site. Since
for the diluted solutions used here μ is proportional to the
logarithm of the solute concentration, the changes in μ fully
reflect the corresponding changes in concentration, enabling
qualitative analysis of the effect of concentration on the phase

Figure 2. Schematic representation of computed H-bonded dimers: (a) 12P1, (b) 12P2, and (c) 12A1 modeled with DFT. Supramolecular 2D arrays
of 1 corresponding to the motifs (not minimized): (d) 1nP1, (e) 1nP2, and (f) 1nA1.

Figure 3. Progression of ordered phases observed for the systems comprising (a) 3060, (b) 2713, (c) 2520, (d) 2150, (e) 2000, and (f) 1750
molecules of 1 adsorbed on a 112 × 112 triangular lattice at T = 295.15 K. The snapshots show equilibrium configurations for which the density of
the adsorbed phase, ρ, equals (a) 0.98, (b) 0.86, (c) 0.80, (d) 0.69, (e) 0.64, and (f) 0.56 (rounded values). The areas colored in red and blue
correspond to the ordered phases 1nP2 and 1nP1, respectively.
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coexistence in the adsorbed overlayer (see the Supporting
Information, Part A). Figure 6 shows the results of the
simulations averaged over 10 independent runs, revealing that
at 295.15 K, the first phase transformation, from 2D lattice gas
to the ordered pattern 1nP1, occurs at μ ≈ −12.40 kJ mol−1.
The pattern 1nP1 having a rhombic unit cell with side equal to
√7 (Figure 6) and ρ = 4/7 (0.57) dominates the system as
long as the chemical potential does not exceed ca. −9.40 kJ
mol−1. At this point, another phase change occurs, leading to
the formation of the closely packed pattern 1nP2 with rhombic
unit cell of side 2 and ρ = 1. At the elevated temperature 343.15
K, the qualitative effect of μ on the phase behavior is similar,
but the entire curve (dashed line) shifts toward higher chemical
potential values. To induce the phase transformation from 1nP1
to 12P1, a more concentrated solution has to be used. The
observed phase progression induced by the increase of the

chemical potential (solute concentration) is consistent with
experimental observations (vide inf ra).
To validate further ability of the proposed theoretical

approach to reproduce phase coexistence in other physisorbed
overlayers stabilized by H-bonds, we performed additional
simulations of the self-assembly of the partially fluorinated
tripod-shaped molecule 2 (Figure 7) at the phenyloctane−
HOPG interface, which has been studied experimentally by Mu
and co-workers.31 In that system the crucial stabilizing role is
played by the aryl−H···F H-bonds, which allow the formation
of extended chiral honeycomb structure with hexagonal void
spaces. To explore the effect of surface coverage on the
morphology of the adlayer comprising the fluorinated building
blocks, we used the same procedure as for 1. Details of DFT
calculations and MC modeling are provided in the Supporting
Information (Part B).
The results of the simulations performed for molecule 2

demonstrate the initial formation of the hexagonal 2nAF1
pattern (orange) with a rhombic unit cell with sides equal to
√21 and ρ = 2/3 (0.67). The structure of the predicted porous
adlayer agrees well with the experiment, and it remains stable
until the density of the adsorbed phase is lower than 2/3, that is
also at submonolayer coverage with respect to 2nAF1 (see
Figure S4, Part C). With increasing ρ values, the low-density
phase 2nAF1 is gradually displaced by the high-density linear
phase 2nPF1 (purple) with a rectangular 3 × 3√3 unit cell and
ρ = 7/9 (0.78).

STM. STM was used to probe the self-assembly behavior of
molecule 1 at solution−graphite interfaces. Initially, we
investigated the self-assembled structures by applying a drop
of a 200 ± 2 μM solution of 1 in 1-phenyloctane on the
graphite surface. Figure 8a,b shows STM height images (i.e.,
recorded in constant-current mode) of the obtained
physisorbed monolayer, revealing a polycrystalline structure
consisting of crystalline domains of hundreds of square
nanometers. These domains, which are stable for 3−4 h,
exhibit a unit cell: a = b = (1.33 ± 0.02) nm, α = (60 ± 2)°,
leading to an area A = (1.51 ± 0.04) nm2, with each unit cell
containing a single molecule 1. The supramolecular structure
can be well described by the formation of six weak
N(pyridyl)···H−C(aryl) H-bonds per molecule, wherein
molecules adopt a P2 configuration. The formation of such

Figure 4. Evolution of the structure of the adsorbed phase during one MC simulation performed for the system comprising 1787 molecules of 1
adsorbed on a 112 × 112 lattice (ρ = 0.57) at T = 295.15 K. The molecules represented in red, green, and blue correspond to 1nP2, 1nA1, 1nP1
phases, respectively.

Figure 5. Changes in the mean potential energy per molecule during
one MC run obtained for a system comprising 1787 molecules of 1
adsorbed on a 112 × 112 lattice (ρ = 0.57) at T = 295.15 K. The red
points marked (a−f) are the energies of the corresponding adsorbed
configurations shown in Figure 4. The insert shows the initial increase
of the energy observed within the first 104 MC steps. The blue dashed
line corresponds to the mean potential energy of molecule 1 in an
infinite defect-free structure 1nP1, i.e., 18.96 kJ mol−1.
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densely packed 2D architectures is in agreement with the 1nP2
structure computed at high concentrations of 1 (see Figure 3a).
Importantly, similar structures were observed when a drop of
150, 100, and 50 μM solutions were applied to the HOPG
surface.
As revealed by MC simulations, the formation of

submonolayer-thick films of 1 at different concentrations can
lead to the generation of different supramolecular motifs;
because of this, we extended our experimental studies to films
prepared from highly diluted (20 ± 1 μM) solutions. STM
imaging of these films revealed the generation of 2D porous
crystalline domains (Figure 8d,e). These porous domains
exhibit a unit cell a = b = (1.62 ± 0.02) nm, α = (63 ± 2)°,
leading to an area A = (2.34 ± 0.04) nm2, with each unit cell
containing a single molecule of 1. By linking those experimental
results with theoretical calculations, we could conclude that the
supramolecular porous structure can be well described by the

formation of six weak N(pyridyl)···H−C(pyridyl) H-bonds per
molecule in the right-handed fashion (see red arrow in Figure
8f), where a P1 configuration is adopted. Such a 2D porous
architecture is in agreement with the 1nP1 motif computed at
low concentration of 1 (see Figure 3f). The nonchiral character
of the graphite substrate, as well as the absence of chiral centers
in the structure of investigated molecules, should result in 1
self-assembling into a racemic mixture, physisorbed on the
surface. That is, left- and right-handed structures should be
observed with each configuration appearing in equal
proportions. However, only one large crystalline domain
featuring a single chirality was monitored on the surface by
STM. These results have been obtained using an A scanner
(Veeco), therefore mapping an area of with a maximum size of
1 × 1 μm. Despite several additional experiments that were
carried out using solutions with concentrations ranging from 20
± 1 down to 5 ± 1 μM in order to explore the potential

Figure 6. Dependence of the density of the physisorbed layer on the chemical potential of molecule 1 in the bulk phase (center) averaged from 10
simulations on a 56 × 56 triangular lattice at T = 295.15 and 343.15 K (solid and dashed lines, respectively). The ordered patterns shown in red
(right) and blue (left) correspond to the molecular configurations present at the intervals of μ marked by the corresponding color.

Figure 7. Progression of ordered phases observed for the systems comprising (a) 2682, (b) 2823, and (c) 3121 molecules of 2 (top center) adsorbed
on a 168 × 168 triangular lattice at T = 295.15 K. The snapshots show equilibrium configurations for which the density of the adsorbed phase, ρ,
equals (a) 0.66, (b) 0.70, and (c) 0.77 (rounded values). The areas colored in orange and purple correspond to the ordered phases 2nAF1 and 2nPF1,
respectively, whose magnified fragments are shown in the top part.
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coexistence of left- and right-hand domains, such a phenom-
enon was never observed. Numerous additional experiments
were carried out using solutions with concentrations spanning
from 50 to 22 μM in order to study the potential coexistence of
1nP2 arrays and 1nP1 2D porous architectures. Yet, one type of
structure, 1nP2, was exclusively observed, confirming that
porous architectures are formed on HOPG surfaces only when
solutions of 1 with concentrations ≤20 μM are used.
Noteworthy, only two supramolecular structures, i.e. 1nP1

and 1nP2, have been observed at the solid−liquid interface,
highlighting the importance of the strength of intermolecular
interactions. As shown by MC simulations, the average
interaction energies in defect-free layers of porous structure
1nP1 (18.96 kJ mol−1) and densely packed 1nP2 network (17.34
kJ mol−1) are much stronger than those in 1nA1 assembly (9.91
kJ mol−1), therefore its existence at the solid−liquid interface is
energetically unfavorable.

■ CONCLUSIONS
In summary, we demonstrated that complex 2D molecular
architectures on solid surfaces can be effectively modeled using
simple theoretical tools, such as the lattice gas MC method,
which takes into account only nearest-neighbor intermolecular
interactions. We have shown both experimentally by STM
imaging at the solid−liquid interface and by MC calculations
that the self-assembly behavior of 1 molecules on HOPG is
concentration dependent, forming either densely packed 1nP2

arrays or porous 1nP1 structures at high (200−20 μM) or low
(20−5 μM) concentrations, respectively. In particular, STM
studies confirmed that upon the use of relatively high
concentrations of 1, 1nP2 2D arrays are formed, characterized
by the presence of weak N(pyridyl)···H−C(aryl) H-bonds.
Conversely, upon the use of low concentrations of 1, a 2D
supramolecular porous network featuring a 1nP1 motif is
formed, characterized by chelical N(pyridyl)···H−C(pyridyl)
H-bonding. Each self-assembly motif was found to be an
energetic minimum, and transition phases between the two
arrays were not observed over the course of STM imaging. The
computational approach devised in this paper can be used for
predicting concentration-dependent molecular self-assembly in
2D on solid surfaces. The ability to predict the concentration
regimes for which a given 2D array will be formed for a given
substrate is extremely useful when targeting a particular
architecture, obviating the need for material-intensive exper-
imental trials at a myriad of concentrations. These methods will
aid in the rational design of 2D arrays which form with weak,
noncovalent bonding as the impetus. While the model system
used here relies on H-bonding, this approach lays the
foundation for computational investigations for any systems
in which weak, intermolecular interactions can be evaluated.

Figure 8. (a) and (b) STM height images of a 1nP2 supramolecular structure at the solid−liquid interface, self-assembled from a solution of 1 in 1-
phenyloctane. (c) Schematic representation of the 1nP2 array. (d) and (e) STM height images of a 1nP1 supramolecular porous network at the
solid−liquid interface. (f) Schematic representation of the 1nP1 network, the red arrow indicates the chiral nature of weak H-bonds. Tunneling
parameters: average tunneling current (It) = 15 pA, tip bias voltage (Vt) = (a,b) 300 and (c,d) 350 mV.
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